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Abstract

Here we focus on the attempt to measure spillovers using a kinetic concept. The first purpose of this paper is to review the
important factors that increase the assimilation capacity. These factors allow us to suppose that each sector is separated by a different
level of position in order to calculate spillover effects. The second purpose is, therefore, to estimate the spillover effects in terms
of a kinetic approach.

In this paper, we simulated the model using techno-economic data sets (Japanese manufacturing sectors) and were able to obtain
some interesting findings and implications: (1) R&D spillover is a positive and significant externality and (2) the institutional effect
is a crucial factor to accelerate the assimilation capacity. However, it should be emphasized that this approach does not consider
multi-dimensional interactions among sectors.

With such estimates, it would be possible to compute not only the absorption and assimilation capacities, but also the technology
stock including technology spillover beyond its own industry’s borders. We believe that the kinetic approach proposed in this paper
could suggest a practical estimating method in terms of calculating absorption and assimilation capacities using the concept of
speed, instead of using a regression-based approach. 2001 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Externalities are a source of increasing returns and
productivity growth. Technology spillovers exist and the
R&D of nearby firms produce positive effects, so that
firms could get large benefits from spillovers (Griliches,
1998; Anon., 1998). This presence of R&D spillovers
results because the firm generating the spillover cannot
completely appropriate the returns associated with its
R&D capital (Shah, 1995). Thus, the lack of appropri-
ability has positive effects on R&D dissemination. This
indicates that knowing the actual magnitude of such
effects is very important. In this field, the major research
question is a measurement question. How much of the
R&D in an area or industry is spillable?

Major approaches to this measurement can be classified
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into two types: the case studies approach and the regression
approach. Case studies examine in detail all of the costs
and benefits, direct and indirect, related to a particular R&
D project in a particular sector. However, case studies are
not representative, in that they have concentrated on the
calculation of social rates of returns or spillovers only for
successful inventions or fields (Griliches, 1998). The
regression approach consists of estimating either a pro-
duction function (primal approach) or a cost function (dual
approach) (Mohnen, 1996). Regression-based studies con-
tain some problems. How is output measured and do the
available measures actually capture the contribution of R&
D? How is R&D capital to be constructed, deflated and
depreciated (Griliches, 1998)?

From this point of view, the methods of measuring
technology spillover effects are still insufficient. Thus,
we limit ourselves here primarily to a discussion of the
work on measuring R&D spillovers using a kinetic con-
cept, although there have been many attempts to estimate
externalities. Mansfield et al. (1977) calculated social
and private returns and found that the median social
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return was double the private return (56%, in contrast to
25%). Bernstein and Nadiri (1991) also reached similar
conclusions. A selective list of work on estimating spil-
lovers is summarized in Table 1.1

This paper is structured as follows. Section 2 explains
the analytical framework based on a kinetic concept,
Section 3 analyzes the dynamism of technology spillover
and the absorption and assimilation capacities, Section
4 demonstrates the empirical analysis, and Section 5
briefly summarizes concluding remarks.

2. Analytical framework

Usually, because of difficulties in measuring the
assimilation capacity of a certain sector in a direct man-
ner, the concept of speed is analyzed as a proxy. We
may think that if the speed is higher, the capacity can
be considered to be larger. We hypothesize that the vol-
ume by spillover depends on the absorption and assimi-
lation capacities and the level of a sector’s own tech-
nology stock, i.e., research expenditures. Namely, the
volume of technology flows is mainly related to the
assimilation capacity and technology distance2 (see

Table 1
Selected estimates of returns to R&D and R&D spilloversa

Industry Rates of return to R&D

Case studies
Mansfield et al. (1977) 25 56

I–O weighted Within From outside
Terleckyj (1974)

Total 28 48
Private 29 78

Sveikauskas (1981) 10 to 23 50
Goto and Suzuki (1989) 26 80

R&D weighted (patent flows)
Griliches and Lichtenberg 46 to 69 11 to 62
(1984)
Mohnen and Lepine (1988) 56 28

Proximity (technological distance)
Jaffe (1986) 30% of within

Cost functions
Bernstein and Nadiri (1988, 20% of within
1989)

Differs by industry 9 to 27 10 to 160
Bernstein and Nadiri (1991) 14 to 28 Median: 56% of

within

a Adapted from Griliches (1998, Table 11.1, p. 264).

1 More details are shown by Mohnen (1996).
2 Fi=(Ri1/Ri, Ri2/Ri, …, Rin/Ri), Fj=(Rj1/Rj, Rj2/Rj, …, Rjn/Rj),

Pij=(Fi·Fj)/(uFiuuFju). It ranges between 0 and 1. It is closer to unity the
greater the degree of overlap of the two sectors’ research interests.
But, in this paper,Pij=D is only a conceptual idea that is not specified
by mathematical formula. As the distance approaches 0, the closer are
the research interests.

Jaffe, 1986). These assumptions lead to a simple formu-
lation in which there is an interaction between the vol-
ume of technology stock of the two sectors and the
capacity of the receiver. The general concept is illus-
trated in Fig. 1. In our simplified system, there exist two
kinds of capacity in relation to spillover:

1. absorption capacity— the capacity of the receiver to
absorb technology from the other sector; and

2. assimilation capacity— the capacity of the receiver
to assimilate and then utilize the technology absorbed
from the other sector.

The amount of technology that came from A in terms
of technology spillover can be calculated as follows.

1. The amount of technology that flows from A:

2
dTa

dt
5k1[Ta] → Ta5Ta0 ek1t, (1)

where [Ta]=[Ta0] at time 0.
2. The amount of technology in the absorption and

assimilation process. By solving the first ordinary dif-
ferential equation, using an integrating factor, where
t=0 andX=0, the following equation can be obtained:

dX
dt

5k1[Ta]2k2[X] → [X]5Ta0

k1

k2−k1

(e−k1t (2)

2e−k2t).

3. The amount of technology of Z that resulted from
spillover:

DTs5[Ta0]2[Ta]2[X]5
[Ta0]
k2−k1

{ k2(12e−k1t)2k1(1 (3)

2e−k2t)} 5[Ta0]S11
k2 e−k1t−k1 e−k2t

k1−k2
D.

Here we can make a quick check as follows:

1. DTs is 0 when time is 0; and
2. DTs is Ta0 when time approaches infinity. This means

that if infinite time passed, the technology stock of Z
will be the same as the technology stock of A at time 0.

Based on Eq. (3), given absorption speed (k1) and
assimilation speed (k2), the volume resulting from spill-
over can be computed. Since increasing technology stock
by means of a sector’s own investment would be the
most significant way to upgrade its assimilation capacity,
the relationship between technology stock and assimi-
lation capacity is necessary to calculate the speeds.

To simplify our model and exhibit the essential tech-
nology stock (T)–assimilation capacity (AC) relationship,
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Fig. 1. Modeling of the technology spillover and assimilation mechanism.

let us first make assumptions. Assume thatAC depends
chiefly onT and institutional effects (such as specific cul-
ture, learning effect, regulation and deregulation, and so
on) only, and, in the absence ofT, there is noAC.

Mathematically we may express the dependence of
AC on T as a functional relationship. Now let us describe
this relational behavior by a differential equation. We
hypothesize that, for changes inT, the growth rate of
AC is usually proportional to technology stock, that is:

DAC
AC

5c
DT
T

(0#c#1), (4)

where the proportionality constant isc and the insti-
tutional effects are represented bya. By integrating:

AC5aTc (0#c#1). (5)

As shown in Fig. 2, assimilation capacity would be
expected to increase gradually in response to increased
technology stock. However, although assimilation
capacity may rise very rapidly at first, it would eventu-
ally level off due to the range limitation ofc, despite the
increase of technology stock.

Fig. 2. The relationship betweenAC and T.

3. The dynamism of technology spillover and
absorption and assimilation capacities

3.1. The impact and dynamism of technology spillover

In order to demonstrate the impact of technology spill-
over, the technology stock at timet (Tt), the rate of
obsolescence of technology (r) and the time lag between
R&D and commercialization (m) are introduced (Pakes
and Schankerman, 1984). The following mathematical
formulae were developed:3

Tt5Rt−m1(12r)Tt−1, (6)

r5Ar0 e(T1/T0)a (7a)

and

m5
ln(R0/T0)−ln(r+g)

ln(1+g)
11, (8a)

whereg is the increasing rate ofRt in the initial period
and Rt2m is the R&D expenditure in timet2m.

Regarding Eqs. (7)a and (8)a, Maclaurin approxi-
mation yields linear relationships as follows:

r5A1BT (7b)

and

m5C2Dr, (8b)

whereA, B, C andD are constant coefficients.
In line with previous approaches (Watanabe, 1996),

these approximations coincide with empirical results in

3 Regarding Eqs. (7)a and (8)a, see Watanabe (1996, 1999). In the
case of Japanese manufacturing industry,r=0.0303 exp(Tt/T0)0.15 and
m=24.54 ln(g+r)22.88.
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Fig. 3. The trend of rate of obsolescence (1970–96).

Japanese manufacturing sectors (Figs. 3 and 4 demon-
strate the above relationships).

As demonstrated in Figs. 3 and 4, the rate of obsol-
escence4 increases steadily as time passes and this leads
to a decrease in the time lag that puts a brake on sustain-
ing the level of technology. On the basis of the above
formulae, we can suggest the role of technology spill-
over by utilizing mutual relationships between variables.
As technology stock increases, the rate of obsolescence
increases. Due to the relationship between lead time and
rate of obsolescence, the increase of obsolescence short-
ens the lead time.

However, the increase of assimilation capacity
through the increase of technology stock can sustain and
support a desirable level of technology stock as a result
of maximizing the spillover effect. In other words, an
effort to upgrade spillover capacity plays an important

Fig. 4. Relationship betweenm andr (1970–96).

4 In order to identify the lead time and the rate of obsolescence
of technology, we used data sets from a questionnaire to major firms
undertaken in April 1990, supported by the Agency of Industrial
Science and Technology (AIST) of the Ministry of International Trade
and Industry (MITI).

role in sustaining technology stock under short lead time
and risky R&D. These relationships are drawn in Fig. 5.

Increasingr and decreasingm are very general phenom-
ena for every sector. Especially in the extreme case like the
high-technology sector, these phenomena are really serious.
However, despite risky R&D investment, we may explain
that the spillover effect sustained the technology level of
this high-technology sector by supporting the sector’s own
R&D investment and reducing the risk.

3.2. The estimation of absorption and assimilation
capacities

In order to compute the volume by technology spill-
over, we have to calculate the speeds in relation to
absorption and assimilation capacities. Instead of esti-
mating absorption and assimilation capacities directly,
we use absorption and assimilation speeds as a proxy of
absorption and assimilation capacities. Assume that the
overall speed depends chiefly on technology stock, tech-
nology distance and other factors like specific culture,
learning effect, regulation, deregulation and so on. Thus,
the overall rate (koverall) can be described as follows:

koverall5F(T, D, a), (9)

where D is the technology distance anda represents
other factors.

Obviously, as the overall speed is larger ifT and a
are higher andD is lower, this relationship betweenkover-

all andT can be represented in the following mathemat-
ical equation:

koverall5a e−D/T. (10)

Fig. 6 illustrates this relationship.
As we mentioned earlier, the overall process can be

divided into two parts. One is the absorption speed and
the other is the assimilation speed. Decomposing the
overall speed into two parts according to each step, we
can get each speed as follows:

Fig. 5. The role of technology spillover in the accumulating process
of technology stock.
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Fig. 6. The relationship betweenk andT.

1. rate of absorption (depends only on technology dis-
tance anda)

k15a e−D (11)

2. rate of assimilation (depends only on technology
stock of Z anda)

k25a e−1/T (12)

In Eqs. (11) and (12), the variablea includes insti-
tutional effects such as the learning effect, labor quality,
regulation, deregulation and so on. In order to estimatea,
considering the differential form of a Cobb–Douglus type
production function,5 we get the following equation:

DY
Y

5 O
L, K, M, E

∂Y
∂X

X
Y

DX
X

1l1
∂Y
∂T

T
Y

DT
T

. (13)

In Eq. (13), institutional effects (learning effects, specific
culture, etc.) usually are explained byl. Therefore, if
we substitutel for a in the rate equations (11) and (12)
and rewrite formulae, then:

k15l e−D (14)

and

k25l e−1/T. (15)

The above equations suggest that, givenl, T and D,
we can calculate the rates,k1 andk2. Consequently, we
are able to measure technology spillover effects in a
bilateral relationship at different absorption and assimi-
lation speeds.

4. Empirical analysis

4.1. The method of empirical analysis

Assume that technology spillovers coming from sector
A (at time t21) can affect only sector Z by timet (for

5 Production function,Y=F(L, K, M, E, T, t)=eltLaKbMgEdTx, where
Y=production;L=labor; K=capital; M=intermediate input;E=energy;
T=technology;t=time trend; anda, b, g, d andx are the elasticities of
respective production factors. Here,l=(∂Y/∂t)(1/Y).

example, within a year). The technology stock of Z at
time t can be expressed as follows:

Tt, z5Rt−m, z1(12r)Tt−1, z1DTs (16)

In other words, givenTt21, z, Tt21, a, D (technology
distance) anda (institutional effect, learning effect, etc.),
we are able to calculate the ratesk1 andk2, and then finally
DTs can be estimated. If we hypothesize that a sector’s
own R&D efforts are totally transferred to its technology
stock, the technology stock of Z at timet will be:

Tt, z5Town investment1(12r)Tt−1, z1DTs (17)

By taking a step-by-step procedure and repeating this
calculation during a certain period, we can calculate total
amount ofDTs, so that it is possible to compare the contri-
butions of the spillover effect and the research effect in a
certain sector. Fig. 7 describes the details of this process.

Finally, at time n, If we calculate the technology
stocks of Z,Tpure

z, n =Rn−m, z+(12r)Tz, n−1 (without consider-
ing spillover) andTz, n=Tz, n21+DTns (including spillover),
and subtractTpure

z, n from Tz, n, we can find the total magni-
tude of technology spillover that comes from the specific
sector A during a certain period (i.e.,Tz, n2
Tpure

z, n =Sn−1
i=1 DTs, i+DTs,n).

4.2. Simulation and results

With the aim of simulating the model, we chose three
leading sectors from Japanese manufacturing industry.
One is electric machinery (EM), the others are precision
instruments (PI) and general machinery (GM). Comparing
data sets, EM has a relatively higher technology stock
than PI and GM. Therefore, we can consider EM as the
donor and PI and GM as the receivers (host) in our closed
system. Also, the technology stock of GM is higher than
that of PI. On the other hand, we took a technology dis-
tance range from 0 to 1. As the distance of technology
between two sectors approaches 0, the receiver has very
similar technology interests to the donor. Regarding insti-
tutional effects,a, they start from 0.01 with an annual

Fig. 7. The practical method of measuring technology spillover.
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Fig. 8. Spillover effect under different technology distances whenDa=0.01.

increment of 0.01 or 0.02 (Da=da/dt, 0.01 or 0.02).6 We
tested the spillover effect under several different levels of
technology distance (D=0.25, 0.5 and 0.75)7 and insti-
tutional effects (Da=0.01 or 0.02) at each sector (spillover
from EM to PI and GM). The simulation results are illus-
trated as follows.

Fig. 8 demonstrates that the differences of technology
distance affect technology stock at each sector. Tech-
nology stock is 2123 billion yen (from EM to PI) and
4552 billion yen (from EM to GM) when we do not
consider technology spillover. However, if we take spill-
over into consideration under a certain technology dis-
tance (for instance,D=0.25), technology stocks increase
by nearly 40% and 19% in comparison to the stock with-
out considering technology spillover at a fixed annual
increment of institutional effects.

Looking at Figs. 9 and 10, we note that the annual
increment of the institutional factor provides to a sig-
nificant contribution to maximize the technology spill-
over effect. As the institutional factor of the receiver side
doubles, assimilated spillover technology shows a sig-
nificant contribution to technology stock of receiver
sides. If we compare the institutional effect with the dis-
tance effect under the same technology distance, 0.25,
spillover by the institutional effect is three times that of
the distance effect at each sector. These simulation
results indicate that upgrading assimilation capacity,

6 a was chosen arbitrarily. We tested several different levels ofa,
such as 0.001, 0.01 and 0.1 that are close to 0 at the starting point,
when time is 0. Finally, we could get a reasonable result when we
selecteda=0.01 and it coincided with the range (two places of
decimals) of absorption and assimilation speeds.

7 We simulated the use of different technology positions. Tech-
nology distance was not designated especially.

especially in terms of the institutional factor, seems to
be the best way to maximize the spillover effect.

Fig. 11 shows the distance effect in relation to tech-
nology stock and assimilation speed under different tech-
nology distances. We can note that differences of dis-
tance are not so significant as to accelerate the
assimilation speed. However, as we mentioned earlier in
Fig. 2, we are able to see that assimilation speed eventu-
ally levels off despite the increase of technology stock.

Contrary to Fig. 11, Fig. 12 indicates that an increment
of the institutional factor gives a significant contribution
to accelerate assimilation speed, rather than technology
distance differences. At the same time, as shown in Fig.
12, increasing the institutional factor relieves the satu-
ration of assimilation speed at high technology level, so
that finally it increases the assimilation speed. Therefore,
these results imply that upgrading the institutional factor
is a crucial driving force to increase the assimilation speed
and to maximize the spillover effect.

4.3. Interpretations

Based upon our simulation results, we can suggest
several findings as follows:

1. the spillover effect exists and its impact is significant
(Table 2);

2. the spillover effect is large when technology stock is
relatively small and technology distance is small
(Fig. 13);8

3. technology distance is relatively not so significant but

8 FD=food, PP=pulp and paper, CR=ceramics, PM=primary metal,
MP=metal product, TM=transport machinery, GM=general machinery,
PI=precision instruments.
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Fig. 9. Spillover effect under different institutional effects whenD is 0.25.

Fig. 10. Spillover effect under different institutional effects whenD is 0.5.

Fig. 11. Technology distance effect betweenT and k2 when Da=0.01.
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Fig. 12. Institutional effect betweenT and k2 whenD=0.75.

Table 2
Spillover effect

D=0.25 D=0.5 D=0.75

EM→PI (%) 40.7 32 25.7
EM→GM (%) 19 15.1 11.9

Fig. 13. Spillover effects by sectors (D was chosen arbitrarily; the
size of the circle indicates the magnitude of spillover effects).

the institutional effect is a very significant factor for
technology spillovers (Table 3);

4. technology distance has only a small effect on assimi-
lation speed (Fig. 11); and

5. the institutional factor (such as the learning effect,
specific culture, labor quality, etc.) is significant to
increase the assimilation speed (assimilation capacity)
(Fig. 12).

Table 3
Spillover effect under different institutional effects and technology dis-
tances

D=0.25 D=0.5

Da=0.01 Da=0.02 Da=0.01 Da=0.02

EM→PI (%) 40.7 129 32 105
EM→GM 19 60 15.1 49
(%)

5. Concluding remarks

Although the concept of technology distance and
assimilation capacity has attracted the attention of many
researchers, it is still very hard to define and estimate in
detail at this stage. In this paper, the institutional factor
was considered as only one variable. However, the insti-
tutional factor contains many factors such as labor qual-
ity, learning effect, infrastructure, etc. From this pros-
pect, the institutional factor should be subdivided into
different factors to find the most crucial one and be mea-
sured more precisely. Also, this model considered only
technology spillover effects from just two, certain desig-
nated sectors. But, actually, technology spillovers come
from various sectors and have simultaneous effects.
From this point of view, it is necessary to develop multi-
dimensional models explaining the interactions among
sectors. Finally, technology spillover occurs via several
routes. Possible channels are patents, input purchases,
products and R&D personnel mobilization, and so on.
Each channel might have different characteristics and
specific processes. Considering the importance and the
increasing impact of technology spillover on the econ-
omy, this indicates that clarifying the relevant processes
of each channel in the occurrence spillover is worthy
of exploration.
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Appendix A. Data construction and sources

A.1. Measurement of technology stock

Given R&D expenditure in the periodt (Rt), the
increasing rate ofRt in the initial period (g), the time
lag of R&D to commercialization (m) and the rate of
obsolescence of technology (r), technology stock (Tt) is
measured by the following equation:

Tt5Rt−m1(12r)Tt−1, T05R1−m/r1g. (A1)

Given payment for technology imports, gross tech-
nology cost (GTC) is measured as follows:

GTCt5Rt1Tim. (A2)

ConsideringGTCas total R&D expenditure in the per-
iod t, Eq. (A1) can be described as follows:

Tt5GTCt−m1(12r)Tt−1, T05GTC1−m/r1g, (A3)

whereR is R&D expenditure at 1990 fixed prices and
Tim is R&D expenditure for technology import at 1990
fixed prices.

A.2. Sources of data

S1 — R&D expenditure: The Management and Coor-
dination Agency (MCA);
S2 — the rate of obsolescence and time lag between
R&D and commercialization: questionnaire to major
firms (undertaken in April 1990, supported by AIST
of MITI); and
S3 — others: Watanabe (1999).
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